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Numerical simulations are performed for Bridgman crystal growth of several semiconductor materials,
such as InAs, InSb, GaSe, CdTe, PbTe, and GaP. For materials with low Prandtl and low Grashof numbers,
melt convection is weak and the traditional Bridgman technique is a suitable growth process. For the
materials with high Prandtl numbers in their melt status and the growth system with high Grashof num-
ber, the temperature field and the growth interface are significantly influenced by melt flow, resulting in
the complicated flow pattern and curved interface shape. A new Bridgman crystal growth system is pro-
posed to suppress convection and improve solidification interface shape by cooling of the top melt. The
results obtained from the proposed design demonstrate that melt convection may be controlled by
adjusting the design parameters. Further, parametric studies are performed to determine the influence
of the control parameters on melt flow and solidification interface.

© 2009 Elsevier Ltd. All rights reserved.

1. Introduction

Vertical Bridgman crystal growth is the dominant technique to
grow II-VI and IlI-V compound semiconductors because of its
possibility to maintain low thermal gradient and growth rate inde-
pendently. When the crystal diameter is small, a virtually flat solid-
ification interface can be maintained due to a weak convection in
the melt. As the crystal diameter increases, it is difficult to remove
the latent heat from the solidification interface to the crystal side-
wall. The temperature difference between the center and the edge
of the crystal is therefore large, leading to a curved interface. For
the crystal grown with a small Pr number, such as silicon, Ge, GaAs,
and InP, convection may not be a serious issue in vertical Bridgman
growth, rather the residual convection causing segregation a key
issue. However, for the growth of II-VI crystals, such as GaSe and
CdTe, the Pr number of its melt is moderate or large, melt flow is
actually important since melt flow and thermal transport are
strongly coupled and thus melt flow is directly related to dopant
uniformity and radial/axial segregation. Strong melt convection
could make the interface further curved. In addition, a strong tem-
perature oscillation near the growth interface may cause local
instability at the solidification interface, and it may result in poly-
crystalline growth or twinning formation [1,2]. Suppressing melt
convection is therefore needed. On the other hand, weak melt
convection may cause axial and radial segregation, e.g., species
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non-uniformity distribution in the radial and axial directions due
to an insufficient mixing. It is therefore important to have the right
amount of convection in the melt during crystal growth so that
temperature oscillation near the interface can be sufficiently sup-
pressed and species distribution should be uniform. Melt control
in the Bridgman crystal growth system is considered as a crucial
need for the growth of high quality crystals. In general, it is impor-
tant to minimize the constitutional undercooling through main-
taining a suitable temperature gradient, meanwhile, providing a
proper mixing to ensure the impurity piled up at the growth inter-
face being efficiently swept away by melt flow.

Good understanding of heat and mass transfer in the traditional
Bridgman crystal growth has been achieved by numerical models
[3,4]. However, most work examines the system scaling up for a
particular material such as the effect of the Grashof or Rayleigh
number on melt flow, temperature distribution, and solidification
interface movement. The effect of material properties on heat
and mass transfer is less understood. It remains unclear why some
crystals are easy to grow and some are not, and why some crystals
can grow well with enhanced melt flow and some with suppressed
melt flow. Many techniques were designed to control melt convec-
tion, including applied magnetic field, accelerated crucible rota-
tion, ampoule tilting, submerged baffle and heater, submerged
vibrator, applied electric field, etc. Some techniques are used to
enhance heat transfer and others are used to suppress melt flow.
Applied magnetic field is a widely used technique for reducing
melt flow and temperature oscillation [5]. It unfortunately
increases the operational cost significantly. In the submerged
methods [6,7], a disk-shaped heater or baffle is held near the


mailto:zhenglili@tsinghua.edu.cn
http://www.sciencedirect.com/science/journal/00179310
http://www.elsevier.com/locate/ijhmt

3748 J.A. Wei et al./ International Journal of Heat and Mass Transfer 52 (2009) 3747-3756

Nomenclature

b inner radius of ampoule (m) i velocity vector (m/s)

Dery inner diameter of ampoule (m) u,v velocity components in the x and y directions, respec-

G specific heat (J/Kg K) tively (m/s)

g gravity acceleration (m/s?) AHy latent heat (J/Kg)

Gr Grashof number

H, length of hot zone 1 (m) Greek symbols

H» length of hot zone 2 (m) o thermal diffusivity (m?/s)

Haq length of adiabatic zone (m) B thermal expansion coefficient (/K)

H. length of cold zone (m) Samp thickness of ampoule (m)

Hy length of transition zone (m) dgap thickness of gap between ampoule and inner surface of

k thermal conductivity of melt (W/m K) furnace (m)

p pressure (N/m?) 0 dimensionless temperature

Pr Prandtl number o density of melt (kg/m?®)

Ste Stefan number u viscosity (kg/m s)

t time (s)

T temperature (K) Subscripts

T; temperature at cold zone (K) a ampoule

Ty temperature at hot zone (K) I melt

Ty melting point (K) s solid
solid-liquid interface in a traditional Bridgman system. The baffle S S
acts as a partition, separating a small melt zone adjacent to the Hgap R jllﬂp

growth interface from bulk melt. This technique can significantly
reduce natural convection near the interface and diffusion-con-
trolled segregation may be resolved [8]. Fedyushkin et al. [9] stud-
ied melt flow and solidification interface shape using a submerged
vibrator. They found that the thickness of the boundary layer near
the interface was decreased, and the solidification front was flat-
tened due to the presence of the submerged vibrator. The sub-
merged baffle or vibrator is also the possible source of
contamination. Various methods were also designed to enhance
the mixing in the Bridgman growth. Derby and co-workers
[10,11] found that a tilting ampoule strongly affected the structure
and the strength of melt convection by promoting three-dimen-
sional flow, which in turn modifies heat transfer and the shape of
solidification interface. Vizman et al. [12] investigated the effect
of a tilted ampoule on melt flow. They concluded that such effect
is more significant on semi-transparent material than opaque
material. Lan and co-workers [13-16] investigated the effects of
an accelerated crucible rotation technique (ACRT) on enhancing
melt flow. They found that the ACRT can control the melt flow,
but may generate growth striation.

This paper will investigate the role of various dimensionless
parameters, such as the Grashof, Prandtl, Biot, and Stefan numbers,
on melt flow and temperature distribution in the growth system as
well as the solidification interface movement. In particular, the
Bridgman crystal growth of six semiconductor materials, such as
InAs, InSb, GaSe, CdTe, PbTe and GaP, will be studied. By comparing
the difference in dimensionless parameters, the growth of materials
will be categorized into a few groups, within each group melt flow
and heat transfer behaviors are similar. Numerical simulations are
performed to show velocity and temperature fields under the vari-
ous operating conditions, together with the interface shapes. A new
Bridgman growth system is proposed capable of melt control.

2. System configuration and mathematical formulation

A traditional Bridgman system is schematically shown in
Fig. 1(a). It consists of hot, cold and adiabatic zones with the heights
of Hp, H. and Hgy, respectively. And the ampoule with sample is po-
sition inside the furnace vertically. The crystal diameter (ampoule’s
inner diameter) is D, the ampoule wall thickness is dmp and the
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Fig. 1. Schematic of the proposed five zones vertical Bridgman system that differs
from the traditional three zones furnace in which only one hot zone represented by
the length Hy, is present instead of (H; + Hy, + H3).

gap between ampoule and furnace is dgqp. The charge is first loaded
into the ampoule and heated to a temperature above the melting
temperature. After the system is thermally stable, the furnace (or
ampoule) is then moved upwards (or downwards) and the molten
melt is solidified. Ty, T, and Ty, represent the temperatures at the
hot and cold zones, and at the melting point, respectively. The solid-
ification interface undergoes dynamic evolution and its moving
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speed changes with time in the beginning and may reach a constant
speed afterwards. Thus the problem or geometry itself is time-
dependent. To reflect the growth experiments, we simulate the
growth method, in which the sample is stationary and the furnace
is moving at a given speed (pull rate). The computational domain
includes the sample with ampoule and the moving thermal bound-
ary has been applied to the outside of the ampoule. Since the main
objective of this paper is to investigate the flow motion and thermal
transport affected by the growth materials in terms of their Prandtl
numbers, we simplify the seeding process by assuming that the
growth is initially after the system reaches thermal equilibrium
with the portion of material in solid and portion of that in melting
status. The interface shape has also reached the steady location
with no pull rate. With this initial condition, the system is then sim-
ulated with transient equations and a constant pull rate. To simu-
late the Bridgman growth, the following assumptions are made:
(a) melt flow is incompressible, laminar, and axisymmetric; (b)
melt is the Newtonian fluid; and (c) thermo-physical properties
are assumed to be constant for the given phases. With the above
assumptions, the governing equations can be written as follows:
For the melt:

Continuity equation: V. (p,i) =0 (1)

Momentum equation : %(plﬁ) + V- (p,iil)

=-Vp+uVii+pg 2)

Energy equation : %(p,CP,T) + V- (pCuTt) =V - (kkVT) (3)

For the solid (crystal and ampoule):

Energy equation : %(pSCPJ) =V (k,VT) (4)
At the solidification interface

oT oT
Energy balance : fksﬁ ] + k[%‘z = pAHsuy, (5)

where p, C, and k are the density, specific heat capacity and thermal
conductivity, respectively, AHyis the latent heat. The subscripts s, |,
and n represent solid, liquid and the direction normal to the inter-
face, respectively. In this paper, simulation is only conducted for
flow with laminar type including oscillation regime. The suitable
growth conditions have been selected so that the flow will not ex-
hibit transition to turbulence.

To determine the role of the dimensionless parameters, the gov-
erning Egs. (1)-(5) are non-dimensionalized. The reference scales
include the length scale by the inner radius of the ampoule, b,
velocity scale by the ratio of kinematic viscosity, v, to reference
length scale, and the temperature scale (AT) by the temperature
difference between the high temperature T, and the melting tem-
perature Ty, Specifically, the non-dimensional parameters are de-
fined as X =x/b,y =y/b,u' =ub/v,t' = tv/b*p= (p— pigx)/
(pv,z/bz), 0 = (T — Ty)/AT, and k' = k/k;. The dimensionless forms
of the governing Egs. (1)-(5) are obtained as follows,

_

V-u =0, (6)

%+ V. (J’E’) = _Vp + VU — Groiy, (7)

00 —7 71 2

W+v-(eu)_ﬁv 0, (8)
9/, 1 ,

o5 (P1C0) = 5V - (K V), (9)
k90| 90| Pr

S+~ et (10)

In Eq. (7), ?g is the unit direction of gravity force. Here it is as-
sumed positive when it is in the positive direction of the coordi-
nate. The dimensionless parameters include the Grashof number,
Gr = BATgh? /v?, the Prandtl number, Pr = v; oy , and the Stefan
number, Ste = C,;AT/AH; . The Grashof number is the most impor-
tant parameters in the melt flow and it represents the strength of
melt convection caused by natural convection. The Prandtl num-
ber is a parameter representing the coupling between fluid flow
and thermal transport and it indicates the influence of melt con-
vection on temperature distribution and solidification interface
shape. The Stefan number is related to the latent heat release,
consequently the movement of the solidification interface. If the
latent heat released from the solidification cannot be taken out
efficiently in the solid crystal, a curved interface is usually
resolved.

3. Boundary/initial conditions and numerical method

The numerical region covers the sample (both solid and liquid),
ampoule and the gas medium in between the ampoule and
furnace. With respect to the coordinate system in Fig. 1, the bound-
ary conditions for temperature and velocity are specified as
follows:
at the central axis, y’ = 0:

00 ou’
—=0,—=0, and ¢'=0
oy oy 7
at the interface between the gas medium and the furnance,
V' = (b + Samp + Jgap)/b:

0=1 if 2<(H1+Htr+H2)/b

0=0 if (H]+Htr+H2)<X§(H1+Htr+Hz+Hﬂd)/b
0= (Tc —Tw)/AT if %> (Hi+Hg+Hy +Ha)/b

at the ampoule inner and out walls, y' =1 and y' = (b + damp)/b :
=0 and v =0

at the top of the sample, ' = 0:

90 o )
w ’W_O’ and v =0

at the solidification interface, x/_.:

» Mint*

0=0.

To mimic the actual experiment, the temperature profile at
the interface between the gas medium and furnace will move
at the pull rate. Note that at the solidification interface, the heat
flux balance obeys Eq. (10) in addition to the temperature
constraint of the melting point. The initial temperature distribu-
tions in the solid, melt and ampoule are the simulation results
for the steady-state condition with the above given temperature
profile.

The governing equations for mass, momentum and energy Eqgs.
(6)-(10) have been solved using the adaptive curvilinear finite
volume scheme (MASTRAPP) developed by Zhang and Moallemi
[17] and Zhang et al. [18] and improved by Zheng et al. [19].
The melt flow pattern and heat transfer in the crystal growth sys-
tem are predicted. The principle components of this scheme in-
clude multizone adaptive grid generation (MAGG) and
curvilinear finite volume approach (CFV) and grid migration. This
numerical scheme is capable of capturing the interface shape and
location efficiently since the solid/melt interface is tracked explic-
itly using the multizone adaptive grid generation scheme which
ensures sufficient fine grids near [17-22].
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Table 1

Thermophysical properties of InAs, GaP,InSb, PbTe, CdTe and GaSe.

Property InAs GaP InSb PbTe CdTe GaSe

Melting point, Ty, K 1215 [23] 1730 [14] 800 [23] 1190 [14] 1365 [24] 1210 [25]
Enthalpy of fusion, AHy, J/kg 405.74 x 10 706.1 x 10% [26] 206.0 x 10% [27] 3423 x 10° [19] 209.2 x 10° 376.6 x 10° [25]
Thermal expansion coefficient, g, /'C 4.07 x 107° [28] 4.65 x 1074 [14] 1.0 x 1074 [23] 2.13 x 1074 [14] 50x 107 1.287 x 107 [25]
Density, p, kg/m®

Melt 5890 [23] 4562 [14] 6480 [23] 7450 [14] 5640 [19] 4814 [25]
Crystal 5500 [23] 4138 [14] 5760 [23] 8160 [14] 6200 [19] 4930 [25]
Thermal conductivity, k, W/m K

Melt 13.692 13.0 [30] 17.873 4.18 [14] 2.0 [24] 0.756 [25]
Crystal 5.477 [29] 5.2 [30] 7.30 [29] 3.11 [31] 1.0 [24] 0.366 [25]
Specific heat, C,, J/kg K

Melt 297.6 482 [14] 280 [23] 200 [32] 187 [18] 560 [25]

Crystal 288 [13] 430 [14] 238 [23] 165 [32] 160 [18] 340 [25]
Kinematic viscosity, v, m?/s

Melt 1.75 x 1077 [23] 4.5 x 1077 [14] 3.70 x 1077 [23] 6.790 x 1077 [14] 8.0x 1077 7.81 x 107 [25]
Dynamic viscosity, u, kg/m s

Melting point 1.02 x 103 [23] 2.05 x 10 3 [14] 2.400 x 103 [23] 5.059 x 103 [14] 451 x 103 3] 3.76 x 10 3 [25]
Thermal diffusivity, o, m?/s

In the melt 7.81 x 107 5.91 x 106 [14] 9.85 x 1076 [23] 2.80 x 10°° 1.89 x 1076 2.80 x 1077 [25]

4. Results and discussion
4.1. Effect of the control parameters

Six materials GaSe, InSb, InAs, CdTe, PbTe and GaP are studied.
To examine the effects of material properties, the geometry and
operating conditions are fixed. A 14mm diameter crystal is used
as the baseline case. The hot zone temperature is assumed to be
75 °C higher than the melting point. Thermophysical properties of
GaSe, InSb, InAs, CdTe, PbTe and GaP crystals are summarized in Ta-
ble 1. The gap between the ampoule and the inner wall of the fur-
nace is filled with gas being heated by furnace through
conduction and radiation. The radiation heat transfer between the
outer surface of the ampoule and the inner surface of the furnace
is strong. An effective thermal conductivity is assigned to the gap
considering radiation with the emissivity of the solid as 0.5. For
the system considered here, the melt motion is primarily due to
the temperature difference induced natural convection and no rota-
tion is considered in the ampoule. In the crystal growth experi-
ments, a slow rotation rate is usually applied, which is mainly
used for the uniformity of heating. The rotational effect will be min-
imized when the ratio of the square of the rotational Reynolds num-
ber to the Grashof number is much smaller than unity. To analyze
the key control parameters, the Grashof, Prandtl, Stefan, and Biot
numbers are calculated based on a 14 mm diameter crystal with
the reference temperature difference of 75K for the aforemen-
tioned six representative II-VI crystal and summarized in Table 2.
It is believed that for a crystal growth under the conditions of small

Prandtl number e.g., Pr < 0.1 and Grashof number, e.g. Gr < 10°, the
crystal can be grown successfully using the traditional Bridgman
system. Melt flow is primarily driven by the interface movement
and is not significantly affected by temperature distribution. The
temperature distribution is close to the conduction case due to
weak convection. For a crystal with high Prandtl number and/or
high Grashof numbers, melt flow, temperature field and growth
interface are strongly coupled. The shape and the movement of
the solidification interface will be affected by many effects. For
example, the growth interface shape can be changed from the con-
vex to concave shape by changing the growth rate. In this case, melt
convection will have a strong influence on the growth process.

To examine the response of the crystal growth to the materials
system, the simulations were conducted for two representative
[I-VI crystals, InAs and CdTe. Fig. 2 shows the computational grids.
Fig. 3 shows the temperature variations along the centerline of the
ampoule for InAs and CdTe for the cases with (solid line) and with-
out convection (dash line). The difference between the solid and
dashed lines indicates the influence of melt convection on temper-
ature distribution. When the Prandtl number is small, such as InAs,
the effect of temperature field on the melt flow is not significant.
The temperature profiles with and without convection are similar.
When the Prandtl number is large, such as CdTe, the difference of
temperature profiles with and without convection becomes obvi-
ous, confirming a strong dependence of temperature on melt con-
vection for large Prandtl number.

The simulations have also performed for six II-VI materials. The
predicted temperature and velocity distributions are shown Fig. 4

Table 2

Effects of Prandtl, Grashof and Stefan numbers on interface curvature for a crystal size of 14 mm in diameter and the reference temperature difference of 75 °C.

Material InAs GaP InSb PbTe CdTe GaSe
Prandtl number, Pr 0.022 0.03 0.038 0.24 0.42 2.78
Grashof number, Gr 3.35 x 10° 5.8 x 10° 1.85 x 10° 1.16 x 10° 2.0 x 10° 532 x 10*
Stefan number, Ste 0.055 0.051 0.21 0.044 0.067 0.11
Ste/Pr 2.5 1.7 2.76 0.18 0.156 0.04

Biot number, Bi 0.24 0.74 0.048 0.39 1.86 3.50

ks/ki 0.40 0.39 0.41 0.74 0.50 0.48

ko/ki 0.19 0.20 0.14 0.62 1.30 3.44
Rayleigh number, Ra 7.37 x 10° 1.74 x 10* 7.03 x 103 2.78 x 10% 8.4 x 10* 1.48 x 10°
Interface curvature, § 0.065 0.15 0.048 0.45 0.63 1.38

Notes: ks, k; and k, are thermal conductivities of crystal, melt and ampoule, respectively. ¢ is the dimensionless height difference between the points at centerline and inner

ampoule wall at the interface.
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Fig. 2. Numerical grids for a computational domain.

and the interface shapes are summarized in Fig. 5. It is seen that
the interface shape becomes more curved as the Prandtl number
increases. When the Prandtl number is relatively large, the system
with a high Grashof number will experience a strong interplay be-
tween the melt convection and solidification. Melt convection be-
comes stronger when the Grashof number increases. The melt flow
may change from laminar to turbulent. The effects of Prandtl, Gras-
hof and Stefan numbers on the interface curvature have been sum-
marized in Table 2. It is noted that the interface evolution is
mathematically determined by the dimensionless Eq. (10). It is
known that the interface curvature in a vertical Bridgman system
is strongly influenced by the rate at which the latent heat released
from solidification is transferred away from the interface through
the solid crystal. This rate can be described by the dimensionless
parameter Ste/Pr and Biot number. The interface is more curved

a2 —— 77—
20 i
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£ 15F — — with convection P i
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T
g 10 i
c . .
.% adiabatic zone
g sl J
£
a
o i
-5 " 1 " 1 " 1 " 1 " 1 "
-1.2 -0.8 -0.4 0.0 0.4 0.8 1.2

Dimensionless Temperature

when the value of Ste/Pr is decreased. As the Grashof number in-
creases, the interface shape is more curved, which can be explained
by the effect of strong convection. These results also indicate that
the temperature distribution is strongly affected by the length of
the adiabatic zone for the growth of high Prandtl number crystal,
e.g., CdTe and GaSe.

4.2. Effect of crystal diameter

To investigate the effect of crystal diameter, we focus on one
material with a fixed Pr number, e.g., CdTe crystal growth. As the
crystal diameter increases, the Grashof number in the growth sys-
tem increases. The Grashof number for the small crystal with
14 mm in diameter is at the order of magnitude of 2.0 x 10, indicat-
ing melt flow as laminar. By increasing the crystal size to 25.4 mm,
the Grashof number is increased to 1.18 x 10° which is in the tran-
sitional region. The melt convection is intensified and an intensified
melt flow may disturb the growth interface. If the crystal size is fur-
ther increased to 38 mm, the Grashof number reaches 4.0 x 106, the
melt flow is in the turbulence region. Under this condition, the tem-
perature distribution and solidification interface will be influenced
strongly by melt flow. It has been commonly understood that reduc-
ing the melt convection and minimizing the temperature fluctuation
at the growth interface will be beneficial to the growth.

Fig. 6 shows the predicted streamline and temperature distribu-
tion for the growth of CdTe crystal with the diameter of 38 mm in
an enlarged view around the growth interface. Due to the relatively
large Prandtl number, the temperature distribution in the CdTe
growth system is strongly influenced by melt convection, causing
unstable growth (interface) condition. Therefore, the improvement
on the growth system design or suppressing melt convection is re-
quired to grow larger diameter crystals (>50 mm).

4.3. Proposed growth system

As discussed in the previous section, the hot zone temperature
boundary condition is important for melt flow. To improve the
growth condition, a new design is proposed. The proposed Bridg-
man system shown in Fig. 1 consists of two hot zones with the
heights of H; (hot zone 1) and H; (hot zone 2), respectively, a tran-
sition, an adiabatic and a cold zone with the heights of H,, Hsg and
H,, respectively. The ampoule that holds the crystal has the thick-
ness of d,mp and the gap between the ampoule’s external wall and
the furnace inner surface is &g The hot zone 1 has the

b25 T T T T T T T T T T T

— pure conduction |
15 — — with conveciton ! -

Dimensionless Height
>
T
|
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|
[
[
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-1.2 -0.8 -0.4 0.0 0.4 0.8 1.2
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Fig. 3. Temperature profile along the centerline with or without convection for the representative II-VI crystals (a) InAs, and (b) CdTe.
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Fig. 4. Streamline (left half) and temperature (right half) distributions during the growth of InAs, GaP, InSb, PdTe, CdTe and GaSe crystals with the diameter of 14 mm.
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Fig. 5. Solidification interface shapes for the growth InAs, GaP, InSb, PbTe, CdTe and
GaSe six II-VI crystals.

temperature slightly above the melting point to ensure no freezing
on the wall and the hot zone 2 will have a high temperature for
establishing a certain temperature gradient to facilitate growth to-
gether with the given cold zone temperature. We will use InSb as
an example to illustrate the efficiency of the proposed system
and investigate whether two-hot zone design can suppress melt
convection efficiently. It is expected the geometric parameters
such as H; , H, and Hyy will determine the melt flow level. To
examine the effects of geometry sizes of different zones, the para-
metric study is performed here.

The baseline case for the studies in this section has the geom-
etry size of Hy/Dey=1, Hy/Dery =0.5 and Hag/Dey =1, and the
crystal size is 38 mm. The streamline and temperature distribu-
tion for this case is shown in Fig. 7. To examine the effect of
hot zone length H, on the growth, the predicted temperature
and stream function distributions are presented in Fig. 8 for
hot zone size of H,/D, =5. When the length of hot zone is small
(see Fig. 7, Hy/Dqy=1), @ weak melt convection and a flat solid-
ification interface are predicted, indicating a stable growth con-
dition. When H,/D.y =5, a strong convection is predicted. The
temperature profile varies significantly as the length of hot zone
changes. Note that the traditional Bridgman system has the H,/
D¢y value much larger than 5. Fig. 9 shows the temperature pro-
files along the centerline when H,/D.y, =5, 2 and 1, respectively.
From the results, the growth interface is close to the bottom
edge of the adiabatic zone. This is due to that melt convection
pushes the solidification interface downwards. Table 3 shows
the maximum and minimum values of stream functions in three
systems. It can be concluded that the strength of melt flow is re-
duced as the length of H, is reduced.

To examine the effect of the transition zone length H, on
growth, the predicted temperature and stream function distribu-
tions are presented in Fig. 10 for the transition length of Hy/
D¢y =2.5. Comparing with the baseline case shown in Fig. 7, it
is found that the predicted temperature distribution and stream-
line change insignificant when H increases. This can be seen
more clearly in the temperature profiles along the centerline of
crystal as shown in Fig. 11. It is, therefore, concluded that the size
change of H, has a minor influence on temperature and velocity
distributions when the lengths of H, and H,, are fixed. Table 4
shows the maximum and minimum values of stream functions
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Fig. 6. The streamline (left half) and temperature (right half) distribution for the
CdTe crystal with 38 mm in diameter.

for the above three cases. The strength of melt flow is similar for
three cases.

To examine the effect of the adiabatic zone length H,y on
growth, the predicted temperature and stream function distribu-
tions are presented in Fig. 12 for the adiabatic length of H,q4/
D, = 2. Fig. 13 presents the temperature profiles along the center-
line of the crystal. It is seen that when the length of adiabatic zone
increases, e.g., from Haa/Dery = 1 (Fig. 7) to 2 (Fig. 12), melt convec-
tion is weaken. It shall be noted that when the adiabatic zone
length is cut to half from H,q/Dcry = 1 to 0.5, the temperature distri-
bution and streamline distributions seem to change not much. This
result is quite surprising since the adiabatic length is considered to
be important in determining temperature gradient in the melt. A
short adiabatic length means a high temperature gradient in the
melt. In the conduction case where the Grashof number is small,
it is true that the length of the adiabatic region determines the
temperature gradient since a virtually linear temperature profile
is expected near the growth interface. However, when melt con-
vection is strong, the temperature gradient in the melt is mainly
determined by the thermal boundary layer of melt flow. The thick-
ness of the boundary layer depends on the Grashof number and
interface curvature. The length of adiabatic region in this case
might play a minor role in the growth process for the short adia-
batic zone. Of course, when the length of adiabatic region is long,
the temperature gradient will be reduced and melt convection is
weaken. Note that people may think that melt flow will be unsta-
ble if hot melt is sitting at the bottom and colder melt is sitting on

Fig. 7. Streamline and temperature distribution for the baseline case of the
proposed InSb growth system with the crystal diameter of 38 mm. The system hot
zone geometry is defined by Hy/D¢ry =1, Hi/Dery = 0.5 and Haa/Dery = 1. The Grashof
number in the system is 3.2 x 10% The black arrow indicates the location of
solidification interface with dimensionless temperature 0.0 and the interval of the
isotherm lines is 0.125.

A
( \
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Fig. 8. Streamline and temperature distribution for the proposed InSb growth
system with the crystal diameter of 38mm. The system hot zone geometry is
defined by Hy/D¢ry =5, H/Dery =0.5 and Hag/Depy, = 1. The Grashof number in the
system is 3.2 x 106. The black arrow indicates the location of solidification interface
with dimensionless temperature 0.0 and the interval of the isotherm lines is 0.125.

the top for the proposed design. For the system proposed here, it is
a tall liquid column with a lower sidewall temperature. The hot
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Fig. 9. Temperature profile along the centerline of a 38 mm InSb ingot with
different H,.
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Fig. 11. Temperature profile along the centerline of a 38 mm with different H,.

Table 3 Table 4
Minima and maxima of stream function with different H,. Minima and maxima of stream function with different Hy,.
Ha/Dery =5 Ha[Dery =2 Ha/Dery =1 Hi[Dery = 2.5 H¢r/Dery=1.0 He[Dery = 0.5
Y max 104.9 49.3 49.2 Y nax 76.0 67.7 83.0
¥ min -192.5 -84.8 —55.7 Y min -76.2 -57.3 -54.3
Y nax— Y min 297.4 134.1 104.9 Y nax- W min 152.2 125.0 137.3

Fig. 10. Streamline and temperature distribution for the proposed InSb growth
system with the crystal diameter of 38mm. The system hot zone geometry is given
as Hy/Dery =1, He/Dery = 2.5 and H,g/Dery = 1. The Grashof number in the system is
3.2 x 10°. The black arrow indicates the location of solidification interface with
dimensionless temperature 0.0 and the interval of the isotherm lines is 0.125.

melt cannot penetrate into the lower temperature region in depth.
The flow is, therefore, restricted to the second hot zone. The simu-
lation results show that the flow is weak and melt flow is stable.

Fig. 12. Streamline and temperature distribution for the proposed InSb growth
system with the crystal diameter of 38mm. The system hot zone geometry is
defined by Ha/D¢y =1, Hy/Dery = 0.5 and Hag/Dery = 2. The Grashof number in the
system is 3.2 x 10°. The black arrow indicates the location of solidification interface
with dimensionless temperature 0.0 and the interval of the isotherm lines is 0.125.

Table 5 shows the maximum and minimum values of stream func-
tions for three cases. The strength of melt flow is reduced slightly
as H.q is reduced.
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Fig. 13. Temperature profile along the centerline with different Hyg.

Table 5
Minima and maxima of stream function with different Hgq.
Had/Dcry =2 Had/D::ry =1 Had/Dcry =05
O e 30.9 49.2 17.6
¥ min -77.9 —55.7 ~76.1
Wmax' lI/min 108.8 104.9 93.7

5. Conclusions

The effects of Prandtl, Grashof, Stefan and Biot numbers on
the melt flow field, axial temperature profile, and interface shape
are investigated. It is found that the influence of melt flow on
temperature distribution is strong when the Prandtl number is
large. For a material with high Prandtl and high Grashof num-
bers, the temperature field and growth interface will be influ-
enced significantly by melt convection, resulting in complicated
temperature distribution and curved interface shape. Through
calculated dimensionless parameters, the Prandtl, Grashof, Biot,
and Stefan numbers, the effect of melt convection on curvature
of the solidification interface have been determined and the stra-
tegic plan can be made for the proper use of melt flow enhance-
ment/suppression.

A new design is proposed through reducing the length of the
primary hot zone to suppress natural convection. Numerical re-
sults show that natural convection is significantly suppressed
and temperature perturbation is decreased near the growth inter-
face in the new growth system. Parametric studies are performed
to investigate the effect of geometry size of different zones on crys-
tal growth. Simulation results prove that natural convection is sup-
pressed when the length of hot zone H, is reduced, and the length
of transition zone, however, has less influence on melt convection
and temperature distribution. Simulation results can provide help
to optimize the growth system.
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